Noise reduction is a very important processing step in digital imaging and several different techniques were proposed in the open literature. Among them, sigma filter has been shown to be a good solution both in terms of filtering accuracy and computational complexity. However, the sigma filter does not preserve well small edges especially for high level of additive noise. In this paper, we introduce a new sigma filter for noise reduction in images. We propose here a new method that first decomposes the input image in four components that are independently processed using a standard sigma filter. The output image is reconstructed from the filtered components. Comparative results between our approach and the sigma filter, on synthetic images and also on real images obtained with a camera phone are shown.
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1 INTRODUCTION
Due to the fast growing of the mobile devices market, there is an increased demand for high performance and robust image processing algorithms. More and more mobile imaging devices, such as camera phones and PDA’s, incorporate several image processing algorithms and methods. Although, the manufacturing technologies of the CCD or CMOS sensors are very advanced, the snapped picture must always be digitally processed prior to storage or displaying. This is done in order to eliminate different distortions such as: noise, blur, geometrical and color distortions, to mention a few. Digital images obtained by a camera phone are used for various purposes such as: sending multimedia messages (MMS), storage, printing, etc. As a consequence, there are several places where image processing algorithms can be incorporated. For instance when the images are used for MMS, image processing take place in the mobile device. Due to their limited processing power, the implemented algorithms must have a low computational complexity. On the other hand, when the snapped images are to be stored or printed, post processing can be done on a PC. In such case, usually the computational complexity and performances of the implemented algorithms can be much higher.

Noise reduction is a very important processing step in all digital imaging applications. Moreover, even for the latest manufacturing technologies, of the camera sensors, the noise level is still high. As a consequence, image de-noising is and will always be an important research topic. Among many algorithms, that exist in the open literature, the sigma filter [6] is probably one of the simplest de-noising method. Due to its simplicity, this filter represents a good choice for implementation in mobile devices. However, the edge preservation performance of the sigma filter is not good, especially for small image details with variance close to the variance of the additive noise. In order to improve the detail preservation of the sigma filter, other more sophisticated approaches were proposed. For instance the fuzzy filter proposed in [5] uses some fuzzy estimates of the local derivative to perform directional filtering of the image. Although it’s good filtering performances this approach have the disadvantage of relative high complexity and a large number of parameters that must be setup. Another alternative, called hybrid sigma filter, was proposed in [2] for speckle noise reduction and showed improved performances compared with the Lee's sigma filter. The hybrid sigma filter, however, does not address the problem of additive noise reduction which is the focus of our work.

In this paper we propose a new modified sigma filter for additive noise reduction in images. In our proposed method the input image is first decomposed in four components and a sigma filter is applied separately on each of them. The output image is then reconstructed from the four filtered components.

The paper is organized as follows: in section 2 the standard sigma filter is described and its advantages and disadvantages are outlined. Based on the observations from section 2, in section 3 the new filtering scheme is introduced. In section 4 comparative results obtained with the sigma filter and the new proposed methods are presented and section 5 concludes the paper.

2 SIGMA FILTER
In this section, we briefly review the standard sigma filter for additive noise [6] and outline its advantages and disadvantages. We assume the following model for the input image:

\[ y(i, j) = x(i, j) + n(i, j). \]  

(1)

where \( y(i, j) \) is the observed image, \( x(i, j) \) is the original clean image and \( n(i, j) \) is a zero mean Gaussian distributed additive noise.

The main idea of the sigma filter is based on the fact that for a Gaussian distributed variable with mean \( \mu \) and variance \( \sigma^2 \) a percentage of 95.5% of its samples lies inside the range \([\mu - 2\sigma, \mu + 2\sigma]\). Applying this observation to the model from (1), for every pixel \( y(i, j) \) from the observed image, a local aver-age is computed on those neighboring pixels that are inside the interval \([y(i, j) - 2\sigma, y(i, j) + 2\sigma]\). Corresponding pixel of the output image \( f(i, j) \) is replaced with this local average.

This filtering scheme is based on the assumption that the pixel value \( y(i, j) \) is a good estimate of the local mean and there are two issues that must be addressed. The first one is the selection of the neighboring pixels. Usually a rectangular \( M \times M \) window centered at the current pixel is used for this (typically with \( M \) from 3 to 9). The second more important problem is the estimation of the additive noise variance \( \sigma^2 \). In practical applications the level of the additive noise is unknown therefore, some noise estimation method must be applied to the input image, prior filtering. For implementation in mobile devices, such methods must have low computational complexity and good estimation performances. In this
paper we will use the approach in [3] that showed good estimation performance at a low computational complexity. As a consequence, a block diagram for de-noising based on sigma filter is depicted in Fig. 1.

![Figure 1: The block diagram of sigma filtering with noise variance estimation.](image)

The input image is first passed through the noise estimation module and the estimated noise variance is then used in the sigma filter for de-noising. It is well known, that small details of the input image are not well preserved by the sigma filter. This is due to the fact that on the regions from the input image that have variance close to the noise variance almost all pixels from the local M x M window are used in the average process. This effect is influenced mainly by the method of noise estimation but it can also be noticed when the exact noise variance is known. For instance when the estimated noise variance is larger than the real noise level the blurring effect is evident. An immediate solution is to decrease the length of the selection range to [y(i, j) - σ, y(i, j) + σ] with < 2. This modification reduces also the filtering capabilities of the sigma filter in smooth areas of the input image. Moreover, the average estimator is not a good choice for monotonically increasing/decreasing regions of the input image. In such regions, a better solution would be to use a higher order polynomial. In order to avoid the use of such polynomials to model the local monotonicity another alternative is to perform some transformation to the input image prior denoising. Taking into account these observations, in the next section we will introduce a simple modification that improves the performances of the sigma filter for regions of the input image that contain small details.

3 THE PROPOSED APPROACH

In this section we introduce our modified de-noising method based on the observations outlined in the previous section. The block diagram of our proposed method is depicted in Fig. 2 where the blocks denoted as HP V and HP H perform a high-pass filtering on the vertical and respectively horizontal directions. The blocks denoted as LP V and LP H per-form a low-pass filtering on vertical and horizontal directions and the block denotes as ADD recombine the filtered components to obtain the restored image. Noise estimation is performed by the blocks denoted as N E and the sigma filters are represented by the blocks Sigma. Our proposed filtering scheme can be described by the following steps:

1. Compute the horizontal differences between adjacent pixels of the input image:
   \[ \text{HP H} (i, j) = \frac{1}{2}(y(i, j) - y(i, j - 1)) \]  
   where i and j are the corresponding vertical and horizontal coordinates of the pixels.
   This operation is performed by the block denoted as HP H in Fig. 2.

2. Compute the horizontal weighted sum of the adjacent pixels as follows:
   \[ y_{\text{LP H}} (i, j) = \frac{1}{2}(y(i, j) + y(i, j - 1)) \]  
   This operation is the complementary of the one in (2) and it is done primarily with the scope to reconstruct the original image. In addition to that, the edges of \( y_{\text{LP H}} (i, j) \) are reduced and the filtering of this component can be made using a wider interval (larger).

3. Compute the vertical differences and sums between adjacent pixels similar to (2) and (3) respectively.
   \[ y_{\text{HP V}} (i, j) = \frac{1}{2}(y(i, j) - y(i - 1, j)) \]
   \[ y_{\text{LP V}} (i, j) = \frac{1}{2}(y(i, j) + y(i - 1, j)) \]

4. Apply a sigma filter separately on the four computed components \( y_{\text{HP H}} , \ y_{\text{LP H}} , \ y_{\text{HP V}} \) and \( y_{\text{LP V}} \) to obtain \( f_{\text{HP H}} , \ f_{\text{LP H}} , \ f_{\text{HP V}} \) and \( f_{\text{LP V}} \) respectively. This is done by the blocks Sigma in Fig. 2.

5. Reconstruct the output image from the filtered components as follows:
   \[ f(i, j) = \frac{1}{2}(f_{\text{HP H}} (i, j) + f_{\text{LP H}} (i, j) + f_{\text{HP V}} (i, j) + f_{\text{LP V}} (i, j)) \]
   Again the factor \( \frac{1}{2} \) is included to preserve the
dynamic range. We must emphasize here, that in the case the four components are not scaled in (2)-(5), this coefficient must be set to ¼ in (6).

Figure 4: Parts of the: original image (up left), input noisy image (σ² = 100, up right), filtered image using the proposed algorithm (bottom left) and the result of sigma filter (bottom right).

Figure 5: Parts of the: original image (up left), input noisy image (σ² = 300, up right), filtered image using the proposed algorithm (bottom left) and the result of sigma filter (bottom right).

3.1 Fast implementation

The block diagram from Fig. 2 might be too complicated for implementation into mobile devices with low processing power. From our experience, most of the processing time is spend on estimation of the noise variances from the four image components separately. Moreover, computing f_{HP H}, f_{LP H}, f_{HP V} and f_{LP V} independently, necessitate four scans of the complete input image.

A solution to highly decrease the running time is first to implement image decomposition in a single block. Doing this parallel processing it is possible to compute the four image components in just one scan of the input image.

A great reduction in the processing time is then obtained if the noise variance is not estimated separately for the four image components but is done just once. This can be implemented at the beginning of the algorithm by estimating the noise variance σ²_n from the input image y(i, j). The noise variances of the four components can be then obtained from σ²_n taking into account the linear operations performed by (2)-(5) as follows (see [3] and the references therein):

\[ σ_{HP H}^2 = σ_{LP H}^2 = σ_{HP V}^2 = σ_{LP V}^2 = σ_n^2 / 2 \] (7)

More than that, sigma filtering and reconstruction of the output image from the filtered components can be done in just one scan of the image to further reduce the processing time. The block diagram of the fast implementation described above is depicted in Fig. 3.

4 SIMULATIONS AND RESULTS

In this section we show the comparative performances of our proposed approach and the standard sigma filter. To this end, we selected three images (lena, boats and cameraman) and we added zero mean Gaussian noise with different variances to them. The original images were represented on 8 bits (values in the range [0, 255]).

The Mean Squared Error (MSE), between the filtered image and the original clean image, obtained with both algorithms are shown in Table 1. From these numerical values we clearly see that our proposed algorithm provide the lower MSE especially for high levels of the additive noise.

To visually compare the performances of the two approaches, in Fig. 4 and Fig. 5, we show parts of the processed images. We note that our proposed method better preserve small details (for instance the fine details on Lena's hat in Fig. 4 and the fine details at bottom of the boats image).

Comparative results obtained with both algorithms on one image obtained with a Nokia cameraphone are shown in Fig. 6. Also here we can see better preservation of the fine details when the proposed denoising method is applied.

Table 1: MSE of the compared algorithms for several input images and noise variances.

<table>
<thead>
<tr>
<th></th>
<th>Lena</th>
<th>Cameraman</th>
<th>Boats</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Sigma</td>
<td>Proposed</td>
<td>Input</td>
</tr>
<tr>
<td>10.06</td>
<td>5.98</td>
<td>6.0126</td>
<td>10.50</td>
</tr>
<tr>
<td>24.85</td>
<td>14.99</td>
<td>12.63</td>
<td>50.08</td>
</tr>
<tr>
<td>74.94</td>
<td>34.61</td>
<td>28.23</td>
<td>100.27</td>
</tr>
<tr>
<td>150.10</td>
<td>57.89</td>
<td>47.47</td>
<td>175.37</td>
</tr>
<tr>
<td>224.12</td>
<td>78.85</td>
<td>64.82</td>
<td>250.87</td>
</tr>
<tr>
<td>300.41</td>
<td>98.13</td>
<td>81.59</td>
<td></td>
</tr>
</tbody>
</table>

More than that, sigma filtering and reconstruction of the output image from the filtered components can be done in just one scan of the image to further reduce the processing time. The block diagram of the fast implementation described above is depicted in Fig. 3.
5 CONCLUSIONS
In this paper we have introduced a new sigma filter for image de-noising. The new algorithm has improved performances in terms of MSE and also preserves better the fine details of the processed image as opposed with the standard sigma filter. A fast implementation with low computational complexity was also presented. The processing time of the new method is not much higher that that of the sigma filter and this makes it suitable for practical implementations on mobile devices. Further developments, of the new algorithm, with improved performances for signal dependent noise, are under consideration.
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